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Abstract - In recent years, there has been an 
exponential surge in the amount of digital data that 
have been produced. This poses tremendous 
opportunities as well as computational challenges. 
The data sizes in many instances have outperformed 
the capabilities of single machines, hence users need 
new systems to scale out computations to multiple 
nodes. The increase of data sizes led to the 
development of new cluster programming models 
targeting diverse computing jobs. These include 
MapReduce which support batch processing; Dremel 
was developed by Google for interactive SQL 
queries and Pregel for iterative graph algorithms etc. 
In the open-source world, Apache Hadoop stack 
systems like Storm and Impala were also 
specialized.In this paper we will explore large-scale 
computing architecture customized for real-time data 
processing of big data applications in spark; and to 
provide relevant views on how spark can be used to 
support a wider class of applications than 
MapReduce, without compromising its automatic 
fault tolerance.Key words —Big data,spark, 

Hadoop, cluster, efficiency. 

 
1. Introduction 

 

Companies now a days have been engulfed in this 
phenomenal data growth. This research looks at 
developing an architecture using spark for effective 
resource management in NAWEC. A national 
company like NAWEC (National Water and 

Electricity Company) Ltd, that provides Water and 
Electricity services to the populace in the entire 
country is not exempted from these data surge. In 
fact, the growing demands of customers increases 
day by day and the challenge for a system to meet up 
with these demands is inevitable. The present use of 

terminal server system will soon be incapable of 
handling the demands of the customers, throughout 
the country. Hence the need for a more efficient 
computing system tailored towards meeting the 
growing demands is a necessity. The exponential 
increase in the amount of digital Data generated 
daily; is due to the fact that computing systems has 
being in-cooperated into every aspect of the 
company’s daily operation. The data generated from 
these systems is increasing and in varying structure. 

Introducing spark in the computing environment will 
radically transform the system by increasing data 
storage capacity, processing power and easy access; 
thereby facilitating resource management.  
 

A. Introduction to Spark 

Apache spark is a cluster computing framework for 
larger-scale data processing. Spark does not use 
MapReduce as an execution engine, but uses its own 
distributed runtime engine, or can be integrated with 
Hadoop to run on YARN and work with Hadoop file 

formats and storage backends like HDFS. Spark can 
keep large working dataset in memory between jobs. 
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The use of spark in this situation will make the 
computing platform more efficient and able to serve 
the needs of the customers. In Apache Hadoop stack 
systems, spark is more efficient than MapReduce 
in multi-pass applications that require low-latency 
data sharing across multiple parallel operations. Spark 
first extends its’ data-sharing abstraction using 

‘Resilient Distributed Dataset’ (RDD) for fault 
tolerant computation in a cluster. However, a number 
of higher-level APIs have been developed in spark. 
This include MLlib library for machine learning, 
SparkSQL for data manipulation using SQL queries, 
GraphX library for processing large graph. These 
simple extensions are used to capture a wide range of 
processing workloads that previously neededseparate 
engines.  Spark also provides built in APIs for the 
following programing languages such as Python, R, 
Java and Scala. The experiment in this research will 

be carried out using PySpark. In spark there are 
Iterative algorithms, including many machine 
learning algorithms and graph algorithms like 
PageRank; Interactive data mining, where a user 
would like to load data into RAM across a cluster and 
query it repeatedly and Streaming applications that 
maintain aggregate state over time [2]. 
 

B. Spark features  

Fig. 1 Spark features [6] 

Speed: Spark speed on memory is about 100 times 
faster than Hadoop MapReduce for large-scale data 
processing. It is able to achieve this speed through 
controlled partitioning. It manages data using 
partitions that help parallelize distributed data 
processing with minimal network traffic.  

Supports multiple languages: Spark provides built-
in APIs in Java, Scala, Python or R. Therefore, you 
can write applications in different languages. Spark 
comes up with 80 high-level operators for interactive 
querying.  

Advanced Analytics: Spark not only supports ‘Map’ 
and ‘reduce’. It also supports SQL queries, 
Streaming data, Machine learning (ML), and Graph 
algorithms. 

 

Lazy Evaluation: 

Apache spark delay its evaluation until it is 
necessary to do so. This contributes to the speed of 
spark for transformation, it adds the transformations 
to DAG (Directed Acyclic Graph). DAG only get 
executed when the driver requests some data. 

Spark unlike prior systems supports real time data 
processing (fig 2). This makes it suitable for the type 
of infrastructure that NAWEC needs for her 
computing platform. Data parallelism in spark leads 
to reduction in the processing time fig 3.  
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 

 

In spark, it is easier to develop application because 
they use a unified API. Combining processing tasks 
in spark is more efficient than the prior systems, 
which may require writing data to a storage before 

Fig 2: Real time data processing in spark [6] 

Fig 3. Data parallelism in Spark [6] 
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passing it to another engine. Spark has the capability 
of running diverse functions over a dataset in 
memory.  In spark, new applications can be enabled 
(such as interactive queries on a graph and streaming 
machine learning) which is not possible with 
previous systems [3]. 

2. Related work 

There are significant volume of work that looked 
into various aspects of Big data processing 
systems in various distributed settings, in this 

paper, the focus is on recent efforts that 
investigates the use of spark in data processing 
and resource management in a rapidly growing 
company. The challenge of increasing sizes of 
datasets make it more demanding to explore 
efficient ways of processing and managing the 
data and various resources within the network. 
 

3. Propose system 

Thefocus of this research as stated above is to 
examine how to utilize the power of spark in a 
growing company for effective resource 
management. As established earlier,spark is more 
efficient than a number of parallel processing 
frameworks in use today. In this section a multi-node 

cluster comprising of one master node and three 
worker nodes will be setup and configured on a 
virtual machine for experimental purpose only. The 
system specification of the cluster is show in fig 4 
below.  

No  Node RAM CPU Disk OS 

1 Master 2GB 1 64GB CentOS 
3 Worker 

Nodes 
2GB 
each 

1 32GB 
each 

CentOS 

Fig 4: Cluster Nodes specifications 

The operating system used in the cluster is CentOS 8 
and Hadoop, java, spark and python has been 
installed and configured to carry out the experiment. 
The cluster is shown in fig 5 below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5. Spark Multi-node cluster 

The cluster in fig 5 is a master, slave architecture; 
with two main processes.When the client sent a job 
from the client service machine, the master 

node,havethe driver program, which drives the 
application. The code written behaves as a driver 
program or if you are using the interactive shell, the 
shell acts as the driver. In the driver program a spark 

context is created. The spark context act as a 
gateway to all spark functionalities. TheSpark 
context works with the cluster manager to manage 
various jobs in the cluster. A job is split into multiple 
tasks which are distributed over the 
worker node. Anytime an RDD is created in Spark 

context, it can be distributed across various nodes 
and can be cached there [6]. Worker nodes are the 
slave nodes whose job is to basically execute the 
tasks. These tasks are then executed on the 
partitioned RDDs in the worker node and hence 
returns back the result to the Spark Context [6]. 

The example below shows a python code using spark 
SQL context to read a csv file into a DataFrame and 
displays the records.  

http://www.ijsrem.com/
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from pyspark.sql import SQLContext 

sqlContext = SQLContext(sc) 

 

# Create the DataFrame 

df = 

sqlContext.read.csv("/home/pgomez/Project_Dat

a/county_facts.csv") 

# Show the content of the DataFrame 

df. show() 
 

A number of rows and columns can be selected from 

the dataframe just by using a select statement as 
shown below.  
 

df.select('Date','open','High','low','close','volume'

,’Adj Close’).show() 

 
 

This shows that the cluster setup is correctly carried 
out and the daemons are active.  

 

3.3.  System Architecture for NAWEC 

 

Fig 6. System Architecture 

The architecture is for alarge-scale computing 

platform customized for real-time data processing of 

big data applications using spark;the cluster is 

divided into two main segments, that is Data source 
and Data processing, analysis and storage. Data type 
includes structured, semi-structured and unstructured 
data; however, our main focus is structured and 

semi-structured data. This hybrid architecture is used 
to increase the efficiency of the cluster. The different 
compartmentalizationensures that there is no bottle 
neck during operation and on the network. 
Data input can be processed and analyze in real-time, 
whiles storing when necessary in the Enterprise Data 
Warehouse. Operational Data Zone will also be in 
use as required by user including analytics and 
processing section. Data from legacy system are 
stored in the Archive.  
Extraction Transformation and load (ETL) software, 

to extra, transform and integrate data from other 
systems to the cluster. In the Actionable Insight  

 
section involves data evaluation, decision making, 

reporting and analysis of data. All connected systems on 

the cluster are monitored on a dashboard. 

 

4. Experiment and result 

The experiment is carried out in a spark cluster 
using Pyspark and SparkSQL to receive and analyze 
data. A dataset of over 2500 records was inserted 
into the cluster and the time taken to process the 
data was 2s as shown in fig 7, in a virtual machine 
cluster, the output time is satisfactory, considering 
that the virtual machines configurations are not very 
high compare to physical server. When 

implemented on high end servers, processing time 
will very small. 
 

 

Fig 7: execution summary 

http://www.ijsrem.com/
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 Estimating Execution Time 
Spark job is executed in multiple stages, and each 
stage contains multiple tasks. In this paper the 
following notation is used to represent an 
apachespark job:  

 
Job= {Stagei | 0 ≤ i ≤ Y}   equation 1 

Stagei = {Taski, j | 0 ≤ j ≤ N}  equation 2 
 
Here Yrepresentsnumberofstagesinajoband N 
isthenumber of tasks in a stage. And different stages 
within a job are executed sequentially, the execution 
time of a job is here represented as the sum of the 
execution time of each stage plus the job startup 
time and the job cleanup time as follows: 
 

JobTime = Startup+∑ stageTime + Cleanup𝑌𝑠=1  

 
Furthermore, within each stage, as one CPU core 
executes one task at a time, in a cluster with a 
number of worker nodes represented as “H worker 
nodes”, the number of tasks P that can run in 

parallel can be calculated as follows: 
 𝑝 =∑𝐶𝑜𝑟𝑒𝑁𝑢𝑚𝑖𝐻

𝑖=1  

 

CoreNumi represents the number of CPU cores of 
working nodesi and H is the number of working 
nodes in a cluster [5].  
 

5. Conclusions and future work 
This paper concentrated on spark and a custom 
architecture for a developing company for 
efficient implementation of real time big data 
processing in spark cluster, one of the most 
widespread models for large scale data 
processing in today’s warehouse-scale 
computers.Given the rapid growth of big data 
applications and their financial, social, and health 
benefits, the demand for higher throughput, 
computing capacity, and performance will only 

increase in foreseeable future. This increasingly 
intensifies the need and interest for further 

research in this area to fill in the gaps of the 
growing industry [1]. Emerging technology 
suitable for real-time big data processing in 
production datacenters is a clear sign that the 
trend towardlarge-scale custom computing 
systems has only begun [1]. 
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